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(57) ABSTRACT

A processing apparatus supports a narrowing-and-rounding
arithmetic operation which generates, in response to two
operands each comprising at least one W-bit data element, a
result value comprising at least one X-bit result data element,
with each X-bit result data element representing a sum or
difference of corresponding W-bit data elements of the two
operands rounded to an X-bit value (W>X). The arithmetic
operation is implemented using a number of N-bit additions
(N<W), with carry values from a first stage of N-bit additions
being added at a second stage of N-bit additions for adding a
rounding value to the result of the first stage additions. This
technique reduces the amount of time required for performing
the narrowing-and-rounding arithmetic operation.
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1
DATA PROCESSING APPARATUS AND
METHOD FOR PERFORMING A
NARROWING-AND-ROUNDING
ARITHMETIC OPERATION

TECHNICAL FIELD

The present invention relates to the field of data processing.
More particularly, the invention relates to a data processing
apparatus and method for performing a narrowing-and-
rounding arithmetic operation.

TECHNICAL BACKGROUND

A data processing apparatus may perform a narrowing-
and-rounding arithmetic operation in which two data values
are added or subtracted and the result of the addition or
subtraction is rounded to yield a data value having fewer bits
that the original data values. The present technique seeks to
speed up implementation of such an operation.

SUMMARY OF THE INVENTION

Viewed from one aspect, the present invention provides a
data processing apparatus comprising:

processing circuitry configured to process data; and

control circuitry configured to control said processing cir-
cuitry to perform a narrowing-and-rounding arithmetic
operation in response to a narrowing-and-rounding arith-
metic instruction identifying two operands each comprising
at least one W-bit data element, said narrowing-and-rounding
arithmetic operation generating a result value comprising at
least one X-bit result data element, each X-bit result data
element representing a sum or difference of corresponding

W-bit data elements of said two operands rounded to an X-bit

value, where W and X are integers and W>X;

wherein said control circuitry is configured to control said
processing circuitry to generate each X-bit result data ele-
ment of said result value by:

(a) performing a plurality of N-bit first stage additions to
generate respective N-bit intermediate values by adding or
subtracting N-bit portions of said corresponding W-bit data
elements, where W=J*N and J>1 and N and J are integers;

(b) performing one or more N-bit second stage additions,
each second stage addition for converting the N-bit inter-
mediate value generated by a corresponding first stage
addition into an N-bit rounded result portion of said X-bit
result data element by adding a rounding value and a carry
value representing a carry output of a preceding first stage
addition for adding less significant N-bit portions of said
corresponding W-bit data elements than said correspond-
ing first stage addition; and

(¢) forming said X-bit result data element from the N-bit
result portion generated by at least one of said one or more
N-bit second stage additions.

The narrowing-and-rounding arithmetic operation gener-
ates a result value by adding or subtracting corresponding
W-bit values and rounding the result to an X-bit value, where
W=>X. One way of implementing this operation might be to
perform a W-bit addition or subtraction and then perform an
X-bit addition to add a rounding value to the upper X bits of
the result of the W-bit addition or subtraction. However, W
may be large (e.g. 32 or 64), and even for relatively low values
of W (e.g. 16), performing a W-bit addition can take a long
time, because each successive bit of the addition cannot be
calculated until the preceding bit has been calculated and it
has been determined whether or not there is a carry from the
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preceding bit. As carries may ripple all the way through from
the least significant bit to the most significant bit, performing
the W-bit addition can take a long time. Therefore, this imple-
mentation of the narrowing-and-rounding arithmetic opera-
tion would be slow.

To address this problem, the present technique splits the
W-bit addition into a number of N-bit first stage additions
which each generate respective N-bit intermediate values by
adding or subtracting N-bit portions of the corresponding
W-bit data elements of the two operands. The carry values,
which would have passed between respective N-bit portions
of'the sum if a W-bit addition was performed, are not added in
the first stage additions. This means that the respective N-bit
first stage additions can be performed in parallel with one
another as it is not necessary to wait for the carry output ofone
of the first stage additions before performing another first
stage addition. Therefore, the narrowing-and-rounding arith-
metic operation can be performed more quickly. As the carry
bits between respective N-bit first stage additions are not
added by the first stage additions, the N-bit intermediate
values do not represent portions of the true sum or difference
of the corresponding W-bit data elements. However, the
inventors recognised that this is not a problem because round-
ing the N-bit sum or difference to an X-bit value may be
performed by adding a rounding value, and so a second stage
of addition may already be required for rounding. Any carry
values from the first stage additions can be added at the same
time as the rounding value in at least one N-bit second stage
addition. Each second stage addition may add the N-bit inter-
mediate value from a corresponding first stage addition to a
rounding value and a carry value representing the carry output
of'a preceding N-bit first stage addition. The X-bit result data
element can then be formed from an N-bit result portion
generated by one or more second stage additions. In this way,
the critical timing path through the processing circuitry for
performing the narrowing-and-rounding arithmetic operation
can be reduced. Even when W is large (e.g. 32 or 64 bits), the
addition can still be performed using a number of N-bit first
and second stage additions (e.g. where N=8), allowing
increased parallelism and therefore reducing the time
required for performing the operation.

The performance improvement provided by splitting the
W-bit operation into a number of N-bit chunks may allow the
processing circuitry to perform the narrowing-and-rounding
arithmetic operation in a single processing cycle. In contrast,
if full W-bit additions had been performed then this may not
have been possible.

In general, the input data element size W may be any value
greater than the output data element size X. However, in
practice the data element size W would often be a power of
two (8, 16,32, 64, etc), and W would typically be a power of
two multiple of N (i.e. J=2%, where Z=1).

Also, X may have any value less than W. The implemen-
tation of the operation may be more efficient if X is also a
multiple of N. Often, the result would be rounded to a data
element half'the size of the original data element, i.e. X=W/2.
Some examples of the processing circuitry may be able to
round to arbitrary sizes of the result data element, while other
forms of processing circuitry may be restricted to rounding
only to a particular size, e.g. W/2-bit data elements.

The narrowing-and-rounding arithmetic instruction may
have different forms, including a narrowing-and-rounding
add instruction and narrowing-and-rounding subtract instruc-
tion. In response to the add instruction the control circuitry
may control the first stage additions to add the N-bit portions
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of corresponding W-bit data elements, and in response to the
subtract instruction the N-bit portions may be subtracted at
the first stage additions.

One way of implementing the narrowing-and-rounding
subtraction operation may be to form the two’s complement
of one of the W-bit data elements, before performing a nar-
rowing-and-rounding add operation on the two’s comple-
ment and the other W-bit data element in exactly the same
way as would be the case for the narrowing-and-rounding add
instruction. The two’s complement may be formed by invert-
ing all the bits of the W-bit data element and adding 1. How-
ever, if the two’s complement is generated before the first
stage additions then this requires an extra addition which
would increase the time required to perform the operation.
Therefore, a more efficient way of implementing a narrow-
ing-and-rounding subtract instruction may be to control the
processing circuitry to perform the N-bit first stage additions
with each first stage addition adding one of the N-bit portions
to an inverted N-bit portion obtained by inverting the other of
the N-bit portions, and then controlling either a first stage
addition or a second stage addition to increment its output,
which would not occur for a narrowing-and-rounding add
instruction. Incrementing the output of one of the first or
second stage additions while performing the narrowing-and-
rounding arithmetic operation achieves the same effect as if
the 1 was added to the inverted N-bit portion prior to perform-
ing the narrowing-and-rounding arithmetic operation. Com-
bining this incrementing with one of the first or second stage
additions saves one addition cycle. Hence, the narrowing-
and-rounding subtract instruction may implemented in
almost the same way as the narrowing-and-rounding add
instruction, except that one of the input values is inverted and
an extra increment is added at one of the N-bit additions.

The narrowing-and-rounding arithmetic operation may be
applied to two operands each having only one W-bit data
element. However, the narrowing-and-rounding arithmetic
operation may also be used in systems supporting single
instruction multiple data (SIMD) operations which are
applied to operands having multiple data elements. For
example, a 64-bit operand may support four 16-bit data ele-
ments, two 32-bit data elements or one 64-bit data element,
with parallel lanes of processing applied to each data element.
Therefore, if the narrowing-and-rounding arithmetic instruc-
tion identifies that the two operands each have multiple W-bit
data elements then the control circuitry may control the pro-
cessing circuitry to generate in parallel multiple X-bit result
data elements of the result value. For each lane of processing,
the plurality of N-bit first stage additions and at least one
N-bit second stage addition may be performed to produce a
corresponding X-bit result data element. The processing cir-
cuitry may then form the result value from the X-bit result
data elements generated by the additions in each lane of
processing.

The control circuitry may select the number of data ele-
ments and the data element size W of the data elements in
dependence on a variable parameter of the narrowing-and-
rounding arithmetic instruction. For example, the instruction
may include a field identifying the data element size W, and
the number of data elements may be deduced from this, or
vice versa.

The processing circuitry may comprise a plurality of N-bit
first adding units and a plurality of N-bit second adding units.
The control circuitry may control which first adding units and
which second adding units are used to generate each X-bit
result data element in dependence on a variable parameter of
the narrowing-and-rounding arithmetic instruction, such as
the one controlling the data element size or number of data
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elements. For example, for each respective data element size,
there may be a corresponding configuration of the N-bit add-
ing units to provide one or more processing lanes for process-
ing the respective data elements of the two input operands.

For each X-bit result data element, the processing circuitry
may perform W/N first stage additions and X/N second stage
additions corresponding to X/N of the first stage additions.
Typically the X/N second stage additions will correspond to
the first stage additions adding the X/N most significant por-
tions ofthe original W-bit data elements. The X-bit result data
element can then be formed from the N-bit result portions
generated by the X/N second stage additions. Each first or
second stage addition may be performed by respective N-bit
adding units. As the circuitry may support different data ele-
ment sizes, not all the adding units may be required for a
particular narrowing-and-rounding arithmetic operation. In
particular, there may be some second adding units which do
not contribute to the X-bit result. Such second adding units
may be made inactive to save energy. Alternatively, it may be
simpler from a control point of view for each second adding
unit to perform an addition anyway even if its output will not
be used to form the X-bit result data element.

Each W-bit data element may comprise W-bits [W-1:0]
and each X-bit result data element may comprise X-bits
[X-1:0]. The notation [R:S] represents a group of bits extend-
ing from a most significant bit at bit position R to a least
significant bit at bit position S. The W/N first stage additions
and X/N second stage additions for a given processing lane
may be performed such that:

the i first stage addition of said W/N first stage additions
adds bits [a+N-1:a] of said corresponding W-bit data ele-
ments to generate an i N-bit intermediate value, where O<i=
(W/N-1) and a=i*N; and

the j* second stage addition of said X/N second stage
additions adds the j N-bit intermediate value to the rounding
value and the carry value representing the carry output of the
(j-1)" first stage addition to generate the N-bit result portion
comprising bits [c+N-1:c] of the X-bit result data element,
where (W-X)/N<j=W/N-1 and c=*N.

Here, the count values i and j count through the additions
performed for a single lane of processing applied to corre-
sponding W-bit data elements of the two operands to generate
a corresponding result N-bit data element of the result value.
If the two operands have more than one data element each,
then these additions will be repeated for each pair of W-bit
data elements. Hence, for each lane of processing, i and j will
count up to W/N-1 and then start again at 0 for the next lane.

As discussed above, the first stage addition is split into
N-bit chunks and carries are not passed between respective
first stage additions and are instead added at the second stage.
This allows the N-bit first stage additions to be performed in
parallel to speed up the operation. However, it could still take
some time to determine the carry value of some of the N-bit
first stage additions, as the carries of higher first stage addi-
tions are still dependent on the results of lower first stage
additions. If the carry is determined by rippling through car-
ries all the way from the least significant end of a value to the
most significant end, then this may take a long time, making
it difficult to perform the narrowing-and-rounding operation
in a single processing cycle.

Therefore, to speed up carry determination, the processing
apparatus may have a carry network which is configured to
determine the carry value to be added at the second stage
addition. For at least one second stage addition, the carry
network may have a carry forwarding path for supplying a
carry value from a carry output of an earlier first stage addi-
tion than the preceding first stage addition (the earlier first
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stage addition adds less significant portions of the W-bit data
elements than the preceding first stage addition). The carry
forwarding path allows carry values to bypass the preceding
first stage addition so that it is not necessary for the carry to be
rippled all the way through the preceding first stage addition.
This reduces carry propagation delays. Hence, while the carry
value added at the second stage addition represents the carry
output of the preceding first stage addition, it need not be the
actual carry output of the preceding first stage addition since
the carry value may instead be predicted using the carry
network.

The carry network may have selection circuitry which
selects, for the at least one second stage addition, whether to
supply as a carry input value the carry output of the preceding
first stage addition or the carry output of the earlier first stage
addition which is being forwarded on the carry forwarding
path. The carry network may make a prediction of whether the
carry output of the preceding first stage addition is expected to
be dependent on, and have the same value as, the carry output
of the first stage addition. If so, then the carry output of the
earlier first stage addition can be forwarded to the second
stage addition, while otherwise the carry output of the pre-
ceding first stage addition may be selected. For example, the
carry output of the preceding first stage addition will be
dependent on, and have the same value as, a carry output of
the earlier first stage addition if the sum of the values added by
the preceding first stage addition has all bit values equal to
one (which can be determined by performing an exclusive OR
of the values being added). If all sum bit values are one, then
any carry input to the preceding first stage addition will cause
a carry output of the same bit value, and so time can be saved
by forwarding the carry output of the earlier first stage addi-
tion directly to the second stage addition without rippling the
carry all the way through the preceding first stage addition.

By performing similar carry predictions for each succes-
sive first stage addition within the same W-bit processing
lane, the carry output of the first stage additions can be pre-
dicted based on a number of N-bit additions performed in
parallel with one another without requiring a carry output
from one first stage addition to be input to another first stage
addition. Carry values can be forwarded such that they bypass
several adding units. This means that the critical path through
the processing circuitry can be reduced to one N-bit first stage
addition and one N-bit second stage addition, with multiple
first or second stage additions being performed in parallel
with one another if necessary. Therefore, the carry network
enables the operation to be accelerated and reduces the time
required for performing the narrowing-and-rounding arith-
metic operation.

The rounding value may be generated in various ways. In
general, the rounding value may be generated such that it has
a value which causes the X-bit result data element to be
equivalent to the nearest X-bit value to a W-bit value corre-
sponding to the sum or difference of the corresponding W-bit
data elements (this W-bit value is not actually calculated by
the processing circuitry). If the sum or difference lies halfway
between two X-bit data values then various rounding schemes
may be used to determine whether to round up or down. For
example, ties can always be rounded up, or could be rounded
away from zero, or could be rounded to the nearest odd or
even value as desired.

For rounding to the nearest X-bit value, with ties rounded
up, a simple way of implementing this is to add a rounding
value having the same bit value as the most significant bit of
the W-bit value sum or difference that does not have a bit of
corresponding significance in the nearest X-bit value (re-
ferred to as the “most significant excluded bit”). If adding or
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6

subtracting the two W-bit data elements would produce a
W-bit sum or difference value [W-1:0], the most significant
excluded bit would be bit [W-X-1]. While the W-bit sum or
difference value is not actually generated because the W-bit
addition is actually split into several N-bit first stage addi-
tions, the processing circuitry can determine what the value of
the most significant excluded bit would be if an W-bit addition
was actually performed, and set the rounding bit accordingly.

For each processing lane, the rounding bit for the least
significant second stage addition in that lane may be deter-
mined based on result of the preceding first stage additions. It
would be possible for an extra second stage addition to be
performed for adding the N-bit intermediate values and carry
output of these first stage additions so that the value of the
most significant excluded bit of the sum or difference can be
determined. However, this may increase the processing time
because it may require carries to be rippled through several
second stage adders to determine whether the most significant
excluded bit would be 1 or 0. Therefore, to speed things up the
rounding value may be determined directly from the interme-
diate values and carry outputs of the first stage additions
which add less significant N-bit portions than the first stage
addition corresponding to the least significant second stage
addition. This avoids any need for a carry-out to carry-in paths
along the second stage additions, allowing the operationto be
performed more quickly.

If X is greater than N then multiple second stage additions
may be required within the same processing lane. For a more
significant second stage addition for generating an N-bit por-
tion of the X-bit result data element that is more significant
than the least significant end bit portion, one may think that it
is not necessary to add a rounding value (normally, a rounding
value would be added only at the least significant end of the
result value and then carries may ripple through to the more
significant end of the result value). However, in this case the
second stage addition would effectively be adding values
having more than N bits, and the carries would cause the
processing time to increase. To improve performance, the
second stage addition is separated into N-bit portions. The
rounding value for a more significant second stage addition is
generated with a value representing whether the rounding
value added at the least significant second stage addition
would cause a carry to propagate through to the more signifi-
cant second stage addition which would not have occurred if
the rounding value was not added by the least significant
second stage addition. Hence, the processing circuitry may
determine whether such a carry would occur and if so may set
rounding values for the more significant N-bit chunks of the
second stage additions accordingly. The rounding value for
the more significant second stage addition may be determined
directly based on the intermediate value and carry output of at
least one first stage addition without actually propagating the
carry from the least significant second stage addition to the
more significant second stage addition. Eliminating these
carry-out to carry-in paths along the second stage additions
enables performance to be improved.

Viewed from another aspect, the present invention pro-
vides a data processing apparatus comprising:

processing means for processing data; and

control means for controlling said processing means to
perform a narrowing-and-rounding arithmetic operation in
response to a narrowing-and-rounding arithmetic instruction
identifying two operands each comprising at least one W-bit
data element, said narrowing-and-rounding arithmetic opera-
tion generating a result value comprising at least one X-bit
result data element, each X-bit result data element represent-
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ing a sum or difference of corresponding W-bit data elements

of'said two operands rounded to an X-bit value, where W and

X are integers and W>X;
wherein said control means is configured to control said

processing means to generate each X-bit result data element

of said result value by:

(a) performing a plurality of N-bit first stage additions to
generate respective N-bit intermediate values by adding or
subtracting N-bit portions of said corresponding W-bit data
elements, where W=J*N and J>1 and N and J are integers;

(b) performing one or more N-bit second stage additions,
each second stage addition for converting the N-bit inter-
mediate value generated by a corresponding first stage
addition into an N-bit rounded result portion of said X-bit
result data element by adding a rounding value and a carry
value representing a carry output of a preceding first stage
addition for adding less significant N-bit portions of said
corresponding W-bit data elements than said correspond-
ing first stage addition; and

(¢) forming said X-bit result data element from the N-bit
result portion generated by at least one of said one or more
N-bit second stage additions.

Viewed form a further aspect, the present invention pro-
vides a data processing method for a data processing appara-
tus, comprising:

in response to a narrowing-and-rounding arithmetic
instruction identifying two operands each comprising at least
one W-bit data element, performing a narrowing-and-round-
ing operation to generate a result value comprising at least
one X-bit result data element, each X-bit result data element
representing a sum or difference of corresponding W-bit data
elements of said two operands rounded to an X-bit value,
where W and X are integers and W>X;

wherein each X-bit result data element is generated by:
(a) performing a plurality of N-bit first stage additions to

generate respective N-bit intermediate values by adding or

subtracting N-bit portions of said corresponding W-bit data
elements, where W=J*N and J>1 and N and J are integers;

(b) performing one or more N-bit second stage additions,
each second stage addition for converting the N-bit inter-
mediate value generated by a corresponding first stage
addition into an N-bit rounded result portion of said X-bit
result data element by adding a rounding value and a carry
value representing a carry output of a preceding first stage
addition for adding less significant N-bit portions of said
corresponding W-bit data elements than said correspond-
ing first stage addition; and

(¢) forming said X-bit result data element from the N-bit
result portion generated by at least one of said one or more
N-bit second stage additions.

The above, and other objects, features and advantages of
this invention will be apparent from the following detailed
description of illustrative embodiments which is to be read in
connection with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 schematically illustrates a portion of a data process-
ing apparatus;

FIG. 2 schematically illustrates a narrowing-and-rounding
arithmetic operation;

FIG. 3 illustrates a potential implementation of the narrow-
ing-and-rounding arithmetic operation;

FIG. 4 illustrates an implementation of a narrowing-and-
rounding arithmetic operation in which a carry value from a
first stage addition is input at a second stage addition for
rounding;
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FIG. 5 illustrates circuitry for performing concurrent nar-
rowing-and-rounding arithmetic operations on two pairs of
16-bit data elements;

FIG. 6 illustrates a potential implementation of a narrow-
ing-and-rounding arithmetic operation performed on a pair of
32-bit data elements;

FIG. 7 illustrates a portion of processing circuitry for per-
forming a narrowing-and-rounding arithmetic operation on
two pairs of 16-bit data elements or one pair of 32-bit data
elements;

FIG. 8illustrates circuitry for performing a narrowing-and-
rounding operation on four pairs of 16-bit data elements, two
pairs of 32-bit data elements or one pair of 64-bit data ele-
ments; and

FIG. 9 shows a method of performing a narrowing-and-
rounding arithmetic operation.

DESCRIPTION OF EXAMPLE EMBODIMENTS

FIG. 1 schematically illustrates a portion of a data process-
ing apparatus 2 for processing data. The apparatus 2 has a
processor 4 which includes a single instruction multiple data
(SIMD) processing unit 6 for performing SIMD processing
operations on operands comprising one or more data ele-
ments. SIMD instruction decoder 8 is provided for decoding
SIMD instructions and controlling the SIMD processing unit
6 to perform SIMD operations in response to the instructions.
In one example, the SIMD decoder 8 may be a combined
decoder which also decodes non-SIMD instructions for per-
forming non-SIMD operations. Alternatively, a separate non-
SIMD decoder could be provided. The apparatus 2 also has
registers 10 for storing data values. In response to instruc-
tions, the processing circuitry 4 may read operands to be
processed from the registers 10 and may store result values to
the registers 10. It will be appreciated that the apparatus 2 may
also comprise many other components which are not illus-
trated in FIG. 1 for conciseness.

FIG. 2 schematically illustrates a narrowing-and-rounding
arithmetic operation performed on two operands a, b each
comprising four data elements a0-a3, b0-b3. Each data ele-
ment has W bits. In the narrowing-and-rounding arithmetic
operation, corresponding data elements of the operands a, b
are added or subtracted to produce sum or difference values
axb in each data element of an intermediate data value c. Each
data element of the intermediate value c is then rounded to an
X-bit value in a result value d. Finally, the X-bit portions
within each data element of value d are gathered together and
placed in adjacent portions of a second result value e. The
gathering step from d to e in FIG. 2 is optional, and in other
examples the result of the narrowing-and-rounding arith-
metic operation may be the result value d.

FIG. 2 shows the mathematical operations for the narrow-
ing-and-rounding arithmetic operation. In practice, the pro-
cessing circuitry 4 may not actually perform these exact
mathematical operations, and it may be more efficient to
generate the same result value d or e in other ways. FIG. 3
shows an example of circuitry for performing the narrowing-
and-rounding arithmetic operation on a single pair of 16-bit
elements. The circuitry of FIG. 3 may correspond to the
processing in one of the processing lanes shown in FIG. 2. As
shown in FIG. 3, a 16-bit adder 20 may add or subtract two
16-bit data elements a[ 15:0] and b[15:0]. If a narrowing-and-
rounding subtraction is to be performed then the b input is
inverted and a value sub, which is connected to the carry input
of'the 16-bit adder 20, is set to 1 so as to effectively form the
two’s complement of the operand b. For an addition, sub is set
to 0. Regardless of whether a and b are to be added or sub-
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tracted, the adder 20 outputs a 16-bit value s[15:0]. A second
8-bit adder 22 then takes the upper 8 bits s[15:8] of the first
sum and adds a rounding value s[ 7] corresponding to the most
significant bit of the excluded portion of the output of the first
adder 20. The sum of the rounding value and the non-ex-
cluded portion s[15:8] of the 16-bit sum is then output as an
8-bit rounded result value r[7:0].

Hence, in FIG. 3 the narrowing-and-rounding operation is
performed using the same mathematical operations as shown
in FIG. 2. However, performing a 16-bit addition using the
adder 20 is slow because each successive bit of the addition
must wait for the result of the preceding bit to be available
before being added, in case a carry needs to be propagated
from the preceding bit. Hence, the circuit shown in FIG. 3 has
an effective critical path of 24 bits, because the 16-bit addition
must be performed first by adder 20 and then another 8-bit
addition needs to be performed by adder 22 once the 16-bit
addition is complete.

The circuit shown in FIG. 3 can be accelerated by observ-
ing that the initial 16-bit adder 20 can be split into two 8-bit
first stage adders 30-0, 30-1 as shown in FIG. 4. This means
that the upper 8 bits of the initial sum, denoted s'[15:8], are
available at the same time as the lower 8 bits s[7:0]. However,
the carry out bit c[8] of the lower adder 30-0 has not yet been
added into the upper 8 bits s'[15:8] and so the intermediate
value s'[15:8] is not representative of the upper 8 bits of the
true sum of a[15:0] and b[15:0]. However, this is not a prob-
lem, because a rounding addition still needs to be performed
by 8-bit adder 32, and the carry bit ¢[8] can be added at the
same time as the rounding value s[7] using adder 32. Hence,
the second stage adder 32 adds the intermediate value s'[15:
8], the rounding value s[7] and the carry value c[8] to form the
final rounded result r[7:0]. Hence, the critical path is reduced
from 24 bits to 16 bits because the first stage addition has been
split into two 8-bit chunks 30-0, 30-1 which are performed in
parallel with each other and so the critical path is one 8-bit
first stage addition and one 8-bit second stage addition. By
adding the carry bits at the second stage rather than the first
stage, the overall processing time can be reduced.

As shown in FIG. 5, the circuitry shown in FIG. 4 can be
duplicated so that the narrowing-and-rounding arithmetic can
be performed in parallel on two pairs of 16-bit data elements
to generate a result value having two 8-bit data elements.
Within each lane of processing, the operation is the same as
shown in FIG. 4.

As shown in FIG. 6, the narrowing-and-rounding arith-
metic operation may be performed on a pair of 32-bit data
elements to generate a 16-bit result data element. FIG. 6 is
similar to FIG. 4 except that each 8-bit adder has been
replaced with a 16-bitadder (with each 16-bit adder formed of
two 8-bit adders with the carry output of one 8-bit adder
connected to the carry input of the other 8-bit adder). How-
ever, this means that the critical path transverses two 16-bit
adders (or four 8-bit adders) which is lengthy and may mean
that the operation cannot be performed in a single processing
cycle.

Therefore, the 32-bit narrowing-and-rounding operation
can be accelerated by providing circuitry as shown in FIG. 7.
The portion of the SIMD processing unit 6 shown in FIG. 7
can be used to perform a rounding-and-narrowing arithmetic
operation on two pairs of 16-bit data elements a[31:16], b[31:
16] and a[15:0], b[15:0] or one pair of 32-bit data elements
a[31:0], b[31:0]. A control signal nrw8 controls the data ele-
ment size and is set based on a parameter of the narrowing-
and-rounding arithmetic instruction which identifies the data
element size. When the data element size W=16 (i.e. 16- to
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8-bit narrowing), then the control signal nrw8 is set to 1, and
when W=32 (i.e. 32- to 16-bit narrowing), then the control
signal nrw8 is set to 0.

As shown in FIG. 7, the SIMD processing unit 6 has four
first stage adding units 30-0 to 30-3 which each add corre-
sponding 8-bit portions of the input operands a, b to produce
respective 8-bit intermediate values s[31:24], s[23:14], s[15:
8], s[7:0]. Several 8-bit second stage adders 32-1 to 32-3 are
provided. Each second stage adder 32-j adds the intermediate
value s generated by the corresponding first stage adder 30-;,
arounding value rad[j] and a carry value ci[j] representing the
carry output co[j] of the preceding adding unit 30-(j-1), to
generate an N-bit result portion r, where j=1, 2 or 3. When
nrw8 is 1 (16-bit to 8-bit narrowing) then the result value is
formed from the 8-bit result portions r[31:24], r[ 15:8] output
by second stage adding units 32-3, 32-1. When nrw8 is 0
(32-bit to 16-bit narrowing), then the result value is formed
from the result portions r[31:24], r[23:16] output by second
adding units 32-3, 32-2.

A multiplexer 38 controls whether 16- or 32-bit narrowing
is performed based on the control signal nrw8. If nrw8 equals
1 (16-bit to 8-bit narrowing), then the sub value is input at the
carry input of the second stage adder 32-2, so that if a sub-
traction is performed (sub=1) then the result will be incre-
mented to reflect the two’s complement of one of the oper-
ands, as discussed above for FIG. 3. The sub input for the
other processing lane is added at the first stage adder 30-0.
Hence, the value sub can be added at either the first stage or
the second stage. On the other hand when control signal nrw8
is 0 (32-bit to 16-bit narrowing), then a carry value can be
input at the carry input ci[2] of the second stage adder 32-2.
Hence, the multiplexer 38 controls whether the SIMD pro-
cessing circuitry 6 functions as one 32-bit processing lane or
two independent 16-bit processing lanes.

The SIMD processing circuitry 6 shown in FIG. 7 has a
carry network comprising carry forwarding paths 40-1, 40-2
and selection circuitry 42-1, 42-2. The carry network is for
accelerating processing by predicting values of the carry out-
puts co[2], co[3] of the first stage adders 30-1, 30-2, without
requiring carries to actually be rippled through from lower
first stage adders. The carry output co[1] of the least signifi-
cant first stage adding unit 30-0 is input directly as a carry
input ci[1] to the lowest second stage adding unit 32-1. The
carry output co[1] of adding unit 30-0 is also forwarded via a
forwarding path 40-1 to the next highest second stage adding
unit 32-2. The selection circuitry 42-1 selects whether a carry
input ci[2] to the next highest second stage adder 32-2 should
be equal to the carry output co[1] of the first stage adder 30-0
received on the forwarding path 40-1, or the carry output
co[2] of the next first stage adding unit 30-1. The selection
circuitry 42-1 receives a propagation signal p[2] from the first
adding unit 30-1 indicating whether all 8 output sum bits
s[15:8] produced by adder 30-1 will be high. The propagation
signal p[2] can be generated before the sum value s[15:8]
itself is actually available. For example, an exclusive OR
(XOR) operation can be performed on a[15:8] and b[15:8]
using XOR circuitry associated with the adder 30-1, and p[2]
may equal 1 if the result of the XOR operation has all its bits
equal to 1, and otherwise p[2] may equal O. If p[2] equals 1,
then this means that if a carry was input to the first adding unit
30-1 then its carry output co[ 2] would have the same value as
the carry input. Therefore, the value of co[2] could be pre-
dicted from the carry output co[1] of the preceding first stage
adding unit 30-0. Hence, when p[2] equals 1, then the pre-
ceding carry output co[1] is forwarded to the second stage
adding unit 32-2 and it is not necessary to wait for the carry
output co[2] of the next first stage adding unit 30-1 to be
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generated. The selection circuitry 42-1 comprises an AND
gate 43 and an OR gate 44. The AND gate 43 forwards the
carry output co[ 1] only if the value of the propagation bit p[2]
is 1. The OR gate 44 passes either the carry output co[2] of the
adder 30-1 or the output of the AND gate 43. Hence, the carry
network allows the carry input ci[2] to the second stage adder
32-2 to be determined based on the results of 8-bit additions
performed by first stage adders 30-0,30-1, without needing to
pass a carry between these adders. Similarly, the first stage
adder 30-2 generates a propagation bit p[3] in the same way as
adder 30-1, and selection circuitry 42-2 determines based on
p[3] whether the carry input ci[3] of second stage adder 32-3
should be the carry output co[3] of first stage adder 30-2, oran
earlier carry co[1] or co[2] forwarded via forwarding path
40-2.

The carry network therefore generates the carry values
ci[1] to ci[3] as follows:

ci[1]=co[1]

ci[2]=nrw8 & subltnrw & co[2]Ilnrw8 & p 2] &
co[1]

ci[3]=co[3]Ip/3] & ci[2].

(where & means logical AND, | means logical OR, and !nrw8
means the inverse of nrw8—i.e. if nrw8=0 then !nrw8=1 and
if nrw8=1 then !nrw8=0).

The rounding values rnd[n] for the second stage adders
32-1 to 32-3 are determined as follows:

md[1]=nrw8 & #{7]
md[2]=!nrw8 & #/15]

md[3]=nrw8 & 7/23] w8 & 7/15] &((s/23:17]
—7HTH&(ci[2] XOR s/16])

For rd[3], the expression above can be understood as
follows:

“if narrowing s[31:16]+ci[2] to r[31:24], set rnd[3] high if
r[23] is high;

else, if narrowing s[31:0] to r[31:16], set rnd[3] high only
if rnd[2] causes a carry-out into bit position r[24], taking into
account that the case when s[23:16]+ci[2] causes a carry is
already covered by the carry acceleration network™.

Effectively, for either 16- or 32-bit narrowing, the least
significant second stage adder within each processing lane
has a rounding bit corresponding to the value of the most
significant excluded bit (r[ 7] for 16-bit to 8-bit narrowing, and
r[15] for 32-bit to 16-bit narrowing). In the case of 32-bit
narrowing, there is a more significant second stage addition
32-3 which receives a rounding value which represents
whether the rounding value rnd|2] input at the least signifi-
cant second stage addition 32-2 would cause a carry to ripple
along to the more significant second stage adder 32-3, which
would not have occurred if that rounding value had not been
input. This is represented by rnd[3] above.

As shown above, the rounding values rnd[1] to rnd[3] are
dependent on the values of bits r[15], r[23] which are gener-
ated by second stage adders 32-1, 32-2. Waiting for these bits
to become available before performing subsequent additions
with second stage adders 32-2, 32-3 would delay processing,
which is undesirable. Therefore, the processing can be accel-
erated further by predicting the values of r[15] and r[23]
based on the intermediate values s and carry outputs co gen-
erated by the first stage adders 30 according to the following
expressions:

#{15]=s{15] XOR((s/14:8]==7"h7f)&co[1])
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#{231=s{23] XOR((s/22:161==T"H7f)&ci[2]),

where (s[14:8]==7'h71) and (5[22:16]==7"h71) are equal to 1
if all the bits of s[14:8] or s[22:16] are 1.

This allows all the rounding values rnd to be determined
based on the results of the first stage additions, without requir-
ing any carry-out to carry-in path between 8-bit adders at
either the first stage or the second stage. This allows a syn-
thesis engine to optimise the processing logic to achieve
highest performance. Hence, the critical timing path through
the circuitry shown in FIG. 7, for both 32-bit to 16-bit round-
ing and 16-bit to 8-bit rounding, corresponds to a path
through two 8-bit adders and a little additional carry forward-
ing circuitry, which is much less than in FIG. 6.

FIG. 8 shows another embodiment in which a 64-bit to
32-bit narrowing-and-rounding arithmetic operation is sup-
ported. The SIMD processing circuitry 6 receives two 64-bit
operands a[63:0], b[63:0] which may each include four 16-bit
data elements, two 32-bit data elements or one 64-bit data
element. Two control signals sell, sel2 are used to select the
respective types of narrowing. The table at the bottom of FI1G.
8 shows the values of the control signals sell, sel2 for each
type of narrowing, and how the final result value n[31:0] is
formed from the outputs of the second stage adders 32.
Hence, there are several different data element configurations
supported by the SIMD processing unit 6. Several multiplex-
ers 38 are provided for controlling whether adding units 30,
32 process different portions within the same processing lane
or operate on different data elements in different processing
lanes. The sub value is input at the lower end of each process-
ing lane using one or more of adders 30-0, 32-2, 32-4, 32-6
(depending on data element size).

Again, the processing unit has a carry network comprising
forwarding paths 40-1 to 40-6 and selection circuitry 42-1 to
42-6 for accelerating the determination of the carry values
ci[2] to ci[7] to be input to the second stage adders 32-2 to
32-7. In FIG. 8, some of the selection circuitry 42-3, 42-5,
42-6 is more complicated than in FIG. 7 because some of the
forwarding paths allow carry values to skip several adding
units, and so determining whether this is possible requires
each of the intervening propagation bits p[n] to be equal to 1.
The selection circuitry 42 and multiplexers 38 together pro-
vide circuitry for determining the carry inputs for each second
stage adding units 32 according to the following logical
expressions:

ci[1]=co[1]
ci[2]=!sell & sublsell &(co[2]Ip/2] & co[1]).
ci[3]=co[3]Ip/3] & ci[2].

ci[4]=!sel2 & sublsell &(co[4]Ip/4] & co[3]Ipf4] &
P31 & cil2])

ci[5]=co[5]1p/5] & ci[4]

ci[6]=!sell & sublsell &(co[6]Ip/6] & co[5]Ipf6] &
pl5] &ci[4])

ci[7]=co[7]lsell & p /7] &(co[6]lp[6] & co[5])I!sell
& p[T1] & sublsell & p[71&p [6]1&p[5] & ci[4].

The rounding values rnd[1] to rnd[7], which are set high if
the initial narrowed result is to be incremented, are deter-
mined according to the following expressions:

md[1]=nrw8 & #/7]

md[2]=nrwl6 & #/15]
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md[3]=nrw8 & #/23]Inrw16 & r/15] &((s/23:17]
=7Thif)&(ci[2] XOR s/16]))

md[4]=nrw32 & #/31]

md[5]=nrw8 & #/39]Inrw32 & r/31] &((s/39:33]
=7Thif)&(ci[4] XOR s/32])

md[6]=nrw16 & r/47]Inrw32 & r{31] &((s/39:33]
—=7'h7/)&(ci[4] XOR s/32])&((s/47:41]
—=7"h7/)&(ci[5] XOR s/40]))

md[7]=mrw8 & r/55]Inwl6 & rf47] &((s/55:49]
—T7h7)&(ci[6] XOR s/48]))Inrw32 & r/31]
&((5/39:33]==T"h7)&(ci[4] XOR s/32])&((s
[AT:41]==THIH&(ci[5] XOR s/40])&((s/55:49]
—T7h7)&(ci[6] XOR s/48]),
where nrw8=!sel2 & !sell, nrwl6=!sel2 & sell, and
nrw32=sel2 & sell, representing the different combinations
of'the control signals sell, sel2 for “narrow to 8 bits” (nrw8),
“narrow to 16 bits” (nrw16) and “narrow to 32 bits” (nrw32)
respectively,
and r[n], for n={15, 23, 31, 39, 47, 55, 63}, can be replaced
advantageously as follows:

#[15]=s/15] XOR(s{14:8]=T}7f)&ci[1]

#[23]=s23] XOR(s{22:16]==T7 7f)&ci[2]
#[31]=s/31] XOR(s{30:24]==7 }7/)&ci[3]
#[39]=s/39] XOR(s{38:32]=T"hTf)&ci[4]
#[A7]=s[47] XOR(s[46:401==7 h7/)& ci[5]
#[55]=5/55] XOR(s/54:48]=—=T"HT)& ci[6]

#(63]=563] XOR(s/62:55]==T"hT/)& ci[T].

By determining the carry values ci[n] and rounding values
rnd[n] for the second stage additions 32 in this way, this
scheme allows narrowing-and-rounding additions and sub-
tractions to be completed quickly, with a critical path travers-
ing only 2 of the 8-bit adders plus some overlaid carry logic,
i.e. 16 bits of addition, even when the data element size is as
large as 64 bits. In contrast, if a full 64-bit addition was
performed at the first stage addition followed by a 32-bit
addition to add the rounding value (as would be the case if the
technique of FI1G. 3 was scaled up to 64 bits), then the critical
path would be 96 bits of addition, which would be much
slower. By splitting the operation into 8-bit chunks which can
be performed in parallel with each other, the narrowing-and-
rounding addition or subtracting operation can be performed
fast enough to fit within a single processing cycle.

It is not essential for 8-bit additions to be performed at the
first stage and at the second stage. For example, a 64-bit to
32-bit narrowing could be performed using 16-bit additions,
which some processors may still be able to perform in one
cycle. However, in general the performance improvement
will be greatest if smaller adders are used. Most generally, the
narrowing-and-rounding operation may be performed on one
or more W-bit data elements using N-bit adders, where N<W.

Similarly, it is not essential for the rounded result to have
half'the number of bits as the original W-bit data elements. An
arbitrary result data element size X may be used, were X<W.
It may be most convenient if X is a multiple of N so that the
result is formed from the full outputs of a certain number of
second stage adders. For example, a 64- to 16-bit narrowing
could be performed where the outputs r[63:48] of adders
32-7,32-6 of FIG. 8 are used to generate a 16-bit data element
in the final result value n[16:0].
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FIG. 9 shows a method for performing a narrowing-and-
rounding arithmetic operation. At step 50, it is determined
whether the next instruction to be executed is a narrowing-
and-rounding arithmetic instruction. If not, then the instruc-
tion is another type of instruction and is processed accord-
ingly. When a narrowing-and-rounding instruction is
encountered at step 50, then the method proceeds to step 52
where it is determined whether the instruction is an narrow-
ing-and-rounding add instruction or a narrowing-and-round-
ing subtract instruction. If the instruction is a narrowing-and-
rounding adding instruction then at step 54 the sub input to the
processing circuitry is set to 0, while if the instruction is a
narrowing-and-rounding subtract instruction then at step 56
the second operand b is inverted and the sub input is set to 1.

At step 58, the processing circuitry 6 performs the N-bit
first stage additions using the N-bit first stage adding units 30.
Depending on the number of data elements in the input oper-
ands a, b, one or more lanes of processing are performed.
Each data element has W bits [W-1:0] and so W/N first stage
additions are performed in each processing lane. The i first
stage addition of each processing lane adds bits [a+N-1:a] of
the corresponding W-bit data elements to generate an i” N-bit
intermediate value, where O<i<(W/N-1) and a=i*N.

At step 60 the carry values and rounding values for the
second stage additions 32 are determined based on the results
of the first stage addition 30 using the relationships shown
above for FIG. 7 or 8. At step 62 at least one N-bit second
stage addition is performed by the N-bit second stage adding
units 32 to generate N-bit result portions r. Within each pro-
cessing lane, X/N second stage additions are performed,
where X is the number of bits to be included in each result data
element. The j” second stage addition of each processing lane
adds the j” N-bit intermediate value generated by the j* first
stage addition to the rounding value and the carry value rep-
resenting the carry output of the (j—1)” first stage addition, to
generate the N-bit result portion comprising bits [c+N-1:c] of
the X-bit result data element, where (W-X)/N<j=sW/N-1 and
c=j*N.

At step 64 the result value is formed from the N-bit result
portions of the second stage additions. The SIMD processing
unit 6 may place the outputs of selected second stage adders
in corresponding bit positions of a result value (to generate a
result value similar to result value d in FIG. 2). Alternatively,
the SIMD processing unit 6 may gather together the outputs
of'the selected second stage adders 32 so that they are placed
in adjacent portions of the result value (similar to result value
e in FIG. 2). The table at the bottom of FIG. 8 shows an
example of how the outputs of the second stage adders 32 can
be mapped to the final result value n.

Hence, the present technique provides an efficient imple-
mentation of the narrowing-and-rounding arithmetic opera-
tion, allowing processing performance to be improved.

Although illustrative embodiments of the invention have
been described in detail herein with reference to the accom-
panying drawings, it is to be understood that the invention is
not limited to those precise embodiments, and that various
changes and modifications can be effected therein by one
skilled in the art without departing from the scope and spirit of
the invention as defined by the appended claims.

We claim:

1. A data processing apparatus comprising:

processing circuitry configured to process data; and

control circuitry configured to control said processing cir-

cuitry to perform a narrowing-and-rounding arithmetic
operation in response to a narrowing-and-rounding
arithmetic instruction identifying two operands each
comprising at least one W-bit data element, said narrow-
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ing-and-rounding arithmetic operation generating a
result value comprising at least one X-bit result data
element, each X-bit result data element representing a
sum or difference of corresponding W-bit data elements
of'said two operands rounded to an X-bit value, where W
and X are integers and W>X;

wherein said control circuitry is configured to control said
processing circuitry to generate each X-bit result data
element of said result value by:

(a) performing a plurality of N-bit first stage additions to
generate respective N-bit intermediate values by adding
or subtracting N-bit portions of said corresponding
W-bit data elements, where W=J*N and J>1 and N and
J are integers;

(b) performing one or more N-bit second stage additions,
each second stage addition for converting the N-bit
intermediate value generated by a corresponding first
stage addition into an N-bit rounded result portion of
said X-bit result data element by adding a rounding
value and a carry value representing a carry output of a
preceding first stage addition for adding less significant
N-bit portions of said corresponding W-bit data ele-
ments than said corresponding first stage addition; and

(c) forming said X-bit result data element from the N-bit
result portion generated by at least one of said one or
more N-bit second stage additions.

2. The data processing apparatus according to claim 1,
wherein said control circuitry is configured to control said
processing circuitry to perform said narrowing-and-rounding
arithmetic operation in a single processing cycle.

3. The data processing apparatus according to claim 1,
wherein X=W/2.

4. The data processing apparatus according to claim 1,
wherein said narrowing-and-rounding arithmetic instruction
comprises a narrowing-and-rounding add instruction and a
narrowing-and-rounding subtract instruction;

in response to said narrowing-and-rounding add instruc-
tion, said control circuitry is configured to control said
first stage additions to add said N-bit portions of said
corresponding W-bit data elements; and

in response to said narrowing-and-rounding subtract
instruction, said control circuitry is configured to control
said first stage additions to subtract said N-bit portions
of said corresponding W-bit data elements.

5. The data processing apparatus according to claim 4,
wherein in response to said narrowing-and-rounding subtract
instruction, said control circuitry is configured to:

(a) control the processing circuitry to perform said plural-
ity of first stage additions with each first stage addition
adding one of said N-bit portions to an inverted N-bit
portion obtained by inverting the other of said N-bit
portions; and

(b) control the processing circuitry to increment an output
of one of said plurality of first stage additions or one of
said one or more second stage additions.

6. The data processing apparatus according to claim 1,
wherein in response to said narrowing-and-rounding arith-
metic instruction identifying said two operands each com-
prising a plurality of W-bit data elements, said control cir-
cuitry is configured to control said processing circuitry to
generate in parallel a plurality of X-bit result data elements of
said result value.

7. The data processing apparatus according to claim 6,
wherein said control circuitry is configured to select the num-
ber of data elements and a data element size W of the data
elements in dependence on a variable parameter of said nar-
rowing-and-rounding arithmetic instruction.
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8. The data processing apparatus according to claim 1,
wherein said processing circuitry comprises a plurality of
N-bit first adding units for performing said N-bit first stage
additions and a plurality of N-bit second adding units for

5 performing said at least one N-bit second stage addition.

9. The data processing apparatus according to claim 8,
wherein said control circuitry is configured to control which
first adding units and which second adding units are used to
generate each X-bit result data element in dependence on a

10 variable parameter of the narrowing-and-rounding arithmetic
instruction.

10. The data processing apparatus according to claim 1,
wherein said control circuitry is configured to control said
processing circuitry to generate each X-bit result data ele-

15 ment of said result value by:

(a) performing W/N first stage additions;

(b) performing X/N second stage additions corresponding
to X/N first stage additions of said W/N first stage addi-
tions; and

20 (c) forming said X-bit result data element from the N-bit

result portion generated by said X/N second stage addi-
tions.

11. The data processing apparatus according to claim 10,
wherein each W-bit data element comprises W-bits [W-1:0]

25 and each X-bit result data element comprises X-bits [X-1:0];
and

the i first stage addition of said W/N first stage additions
adds bits [a+N-1:a] of said corresponding W-bit data
elements to generate an i” N-bit intermediate value,

30 where O<i<(W/N-1) and a=i*N;

the j* second stage addition of said X/N second stage
additions adds the j* N-bit intermediate value to the
rounding value and the carry value representing the
carry output of the (j—1)™ first stage addition to generate

35 the N-bit result portion comprising bits [c+N-1:c] of the

X-bit result data element, where (W-X)/N=j=sW/N-1
and c=j*N.

12. The data processing apparatus according to claim 1,
comprising a carry network configured to determine said

40 carry value;

for at least one second stage addition, said carry network
comprises a carry forwarding path for supplying, as said
carry value, a carry output of an earlier first stage addi-
tion for adding less significant N-bit portions of said

45 corresponding W-bit data elements than said preceding

first stage addition.

13. The data processing apparatus according to claim 12,
wherein said carry network comprises selection circuitry con-
figured to select whether to supply, as said carry value, the

50 carry output of said preceding first stage addition or the carry
output of said earlier first stage addition forwarded on said
carry forwarding path.

14. The data processing apparatus according to claim 13,
wherein said selection circuitry is configured to select said

55 carry output of said earlier first stage addition if said carry
output of said preceding first stage addition is expected to be
dependent on, and have the same value as, said carry output of
said earlier first stage addition, and otherwise to select said
carry output of said preceding first stage addition.

60  15. The data processing apparatus according to claim 1,
wherein for a least significant second stage addition for gen-
erating a least-significant N-bit portion of said X-bit result
data element, said processing circuitry is configured to gen-
erate said rounding value with a value for rounding the X-bit

65 result data element to the nearest X-bit value corresponding to
said sum or difference of said corresponding W-bit data ele-
ments.
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16. The data processing apparatus according to claim 15,
wherein said processing circuitry is configured to generate
said rounding value with a value corresponding to the value of
a most significant excluded bit of said W-bit value, said most
significant excluded bit comprising the most significant bit of
said W-bit value that does not have a bit of corresponding
significance in said nearest X-bit value.

17. The data processing apparatus according to claim 15,
wherein said processing circuitry is configured to determine
said rounding value for said least significant second stage
addition based on at least one of the N-bit intermediate value
and the carry output of at least one first stage addition for
adding less significant N-bit portions of said corresponding
W-bit data elements than the corresponding first stage addi-
tion corresponding to said least significant second stage addi-
tion.

18. The data processing apparatus according to claim 15,
wherein for a more significant second stage addition for gen-
erating an N-bit portion of said X-bit result data element that
is more significant than said least-significant N-bit portion,
said processing circuitry is configured to generate said round-
ing value with a value representing whether the rounding
value added by the least significant second stage addition
would cause a carry to propagate through to said more sig-
nificant second stage addition which would not have occurred
if said rounding value was not added by said least significant
second stage addition.

19. The data processing apparatus according to claim 18,
wherein said processing circuitry is configured to determine
said rounding value for said more significant second stage
addition based on at least one of the N-bit intermediate value
and the carry output of at least one first stage addition without
actually propagating said carry from said least significant
second stage addition to said more significant second stage
addition.

20. A data processing apparatus comprising:

processing means for processing data; and

control means for controlling said processing means to

perform a narrowing-and-rounding arithmetic operation
in response to a narrowing-and-rounding arithmetic
instruction identifying two operands each comprising at
least one W-bit data element, said narrowing-and-round-
ing arithmetic operation generating a result value com-
prising at least one X-bit result data element, each X-bit
result data element representing a sum or difference of
corresponding W-bit data elements of said two operands
rounded to an X-bit value, where W and X are integers
and W>X;

wherein said control means is configured to control said

processing means to generate each X-bit result data ele-
ment of said result value by:
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(a) performing a plurality of N-bit first stage additions to
generate respective N-bit intermediate values by adding
or subtracting N-bit portions of said corresponding
W-bit data elements, where W=J*N and J>1 and N and
J are integers;

(b) performing one or more N-bit second stage additions,
each second stage addition for converting the N-bit
intermediate value generated by a corresponding first
stage addition into an N-bit rounded result portion of
said X-bit result data element by adding a rounding
value and a carry value representing a carry output of a
preceding first stage addition for adding less significant
N-bit portions of said corresponding W-bit data ele-
ments than said corresponding first stage addition; and

(c) forming said X-bit result data element from the N-bit
result portion generated by at least one of said one or
more N-bit second stage additions.

21. A data processing method for a data processing appa-

ratus, comprising:

in response to a narrowing-and-rounding arithmetic
instruction identifying two operands each comprising at
least one W-bit data element, performing a narrowing-
and-rounding operation to generate a result value com-
prising at least one X-bit result data element, each X-bit
result data element representing a sum or difference of
corresponding W-bit data elements of said two operands
rounded to an X-bit value, where W and X are integers
and W>X;

wherein each X-bit result data element is generated by the
data processing apparatus:

(a) performing, using a plurality of N-bit first stage adders,
a plurality of N-bit first stage additions to generate
respective N-bit intermediate values by adding or sub-
tracting N-bit portions of said corresponding W-bit data
elements, where W=J*N and J>1 and N and J are inte-
gers;

(b) performing, using one or more N-bit second stage
adders, one or more N-bit second stage additions, each
second stage addition for converting the N-bit interme-
diate value generated by a corresponding first stage addi-
tion into an N-bit rounded result portion of said X-bit
result data element by adding a rounding value and a
carry value representing a carry output of a preceding
first stage addition for adding less significant N-bit por-
tions of said corresponding W-bit data elements than
said corresponding first stage addition; and

(c) forming said X-bit result data element from the N-bit
result portion generated by at least one of said one or
more N-bit second stage additions.
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